Int. ] Sup. Chain. Mgt

126

Vol. 6, No. 1, March 2017

The Design of Stacking Yards Management of The
Early Warning System Model: A case study in
Jakarta International Container Terminal, Indonesia

Arief Witjaksono™, Marimin™?, Machfud™, Sri Rahardjt

#Management and Business Graduate Program, Bogacultgral University
#*Department of Agroindustrial Technology, FacultyAgfricultural Technology, Bogor Agricultural Univgity, Bogor 16680, Indonesia
! Mr.chachax@yahoo.com

2 marimin@ipb.ac.id
3 machfud@ipb.ac.id

4 sri.rahardjo@yahoo.com

Abstract--As a part of the Indonesia-National Logistics
System, Jakarta International Container Terminal
(JITC), facing a long dwell time (DT) which impactsto
high yard occupancy ratio (YOR). This is happened
because of the long necessary documents of clearanc
processing time, the limited yard provided, and the
owners preferring for storing their goods in the
terminal for cost reasons, etc. The objectives ofhis
research are to design an early warning system (EWS
model to avoid YOR above the normal by using
adaptive neuro fuzzy inference system (ANFIS); be
found that EWS Model can use for prediction and
simulation YOR in the future therefore simplify to
manage of stacking yards and avoid losses. Another
finding from data and empirical fact be found that k
as a constanta influence YOR beside throughput
(container import total pass to the terminal) and dvell
time. Designing the inter-agency institutional
collaboration to apply the EWS model by using
interpretive Structural Modeling (ISM) with eight
elements; showing the main constrain in the
implementation of EWS is slow coordination among
departements and stakeholder affected by the EWS
progran are JICT and customs and formulating YOR
above normal mitigation strategy be found is easyot
be done. The primary data used are collected throuyg
the in-depth interviews and the focus group
discussions with the multi-discipline experts. The
secondary data are collected from JITC daily
operations and from other supporting agencies. The
proposed model is validated, verified and tested.t|
shows the promising results.

Keywords: dwell time, yard occupancy ratio, institution
model, ANFIS, ISM.

1 Introduction

The national logistics system’s performance
currently was not in its good condition.
For instance as characterized by the high logistasts,
such as the research carried out, for 7 years ‘heage
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reached 26.03 percent out of the gross domestiupto
Another factor was the low logistics performancedex
[1], [2]. The main factor of the global competéiess
index (GCI) was also low, the main factors influedc¢he
logistic is infrastructure condition like ports ahidhways
(3], [4].

The issue regarding ports, particularly in Jakarta
International Container Terminal (JICT) which rettgn
became the national issue was the long duration of
waiting time for containers, especially in the imgoin
the terminal, or called dwell time (DT), namely ttime
required ship unloading, heading to the stackingl ydter
getting through the licensing and payment procése
duration of DT affected the ratio of field applicat level
or Yard Occupancy Ratio (YOR) that might inflicskes
to all parties, such as queues, soaring costs,doger
goods, and others, whilst the problem solving was n
properly coordinated and all of sudden, for instartbe
firefighters and the parties put the blame on eaitler.
That was why the research was needed to desigarn e
warning system model, hence the problems could be
addressed early, and even high YOR was avoidable.

The purposes of this research were to design the
early warning system model for handling the proldesh
overcrowded import stacking yard in JICT and toigies
the institutional model for the application of tlearly
warning system model for handling the problems of
overcrowded import stacking yard in JICT, and to
formulate mitigation strategy for overcoming YORoab
normal situation.

This paper was structured as follow :: First, we
introduced the background and described some reason
that's why we needed the research. Second, wewetlie
earlier researches on the dwell time condition amdhow
to solve the problems and related concepts of early
warning system, adaptive neuro-fuzzy inference esyst
(ANFIS), interpretative structural modeling (ISMnhda
institution theory. Third, we described researctthoe :
data collection and processing procedure, applicatif
ANFIS, application of ISM and institution model
formulation. Fourth, we processed and analysedi#ta.
Fifth, we discussed the finding and formulated the
conclusions and the suggestions.

2 Literature review
2.1 Research already done in JICT
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The research identified and obtained the
significant relationship between the throughput @b

[5]. That was, the higher number of incoming camtas
into the terminal the more DT increased, as reabiide
2012; the DT import value was 5.2 days in averdge
development report on the goods flowing at Tanjung
Priok pointed out that DT in 2012 [6], accordingtte
World Bank, was 6.7 days, and the government afked

it to be pressed down until 4 days in January 26t8m
January to August 2013, the average DT was 7.7 days
with YOR condition of JICT’'s import stacking yard o
104 percent.

Pointing out that the long duration of DT in
Tanjung Priok resulted from 24/7 working time invaek
was not implemented [1]. There were many closed
institutions when the customers needed them; htémee
had to wait for a long time. In addition, there welelays
in the notification of imported goods (PIB) frometh
importers to the customs. Indonesian National $ingl
Window (INSW) did not optimally operate as expecited
the one-stop import clearance.

2.2 Research in lIran, Australia, Singapore

etc.

Not only in Indonesia, almost all over the world
are also experiencing the DT problems. This casdsn
in previous studies as follows: DT of some coustrie
selected obtained that in Singapore average ofidys, in
Hong Kong two days, in France 3 days, in the United
States 4 days while in Indonesia is still 6 dayk [@
Rotterdam the Netherlands and get a DT in Eurdpe, t
average 3 to 5 days [8], [9]. The work done in orte
reduce DT, would likely reduce the cost and inceetde
capacity of the existing terminal infrastructurergprove
competitiveness at the international level. Studies
Africa shows a circle bad happens in DT in the goif-
Saharan Africa, the bargaining process betweeoher
and the clerk, there is no pressure in the imprarerof
productivity and lack of ease in the reduction of D
causing DT cargo to an average of 16 days, thisois
including the Durban terminal [10]. In Mauritiuspund
that DT in Mauritius container terminal (MCT) DT
average is 4 to 6 days [11]. It is worth highligigtithat
the purpose ports such as PT. JICT have different
management ports of transit or transshipment suech a
Singapore and Hong Kong. Transit port can be higher
productivity because they only move containers fiame
ship to another ship. While the ports of destinatiall
deliver the container to the owner or agent take o it
in large quantities.

Annual conference in Cyprus, presents
techniques to optimize the capacity of the containe
terminal with storage costs in the field. Identifi factors
that affect the capacity of container yard, stagkarea
and loading and unloading system, dwell time amdkst
height. Conducted a sensitivity analysis to deteenthe
impact of reducing the DT at field capacity and elep a
theoretical framework to optimize the use of thpazity
of the terminal based on the length of DT [12]islithe
same with research mentioned above is about trecitsp
field associated with the fines imposed for theation
DT targets are to optimize the capacity of thedffd!3].

Research conducted in Iran by the terminal state,
to reduce DT by improving the use of electronicteyss,
reducing paperwork and work parallel in the setdamn
document items. Utilizing as an intermodal road et
transport, observe the working time customs opemati
coordination and collaboration among organizatiorthe
issuance of permits documents goods [14]. Althotigh
principle is the same, that PT. JICT almost allrapienal
activities and services already using the electregstem,
but there is a difference with this study, whictdsbuild
a system that can prevent overcapacity and cobffdior
the better by involving stakeholders and can rgaatkly
and coordinated.

Investigated the effects of computerization on
reducing the processing time of cargo at port gated
that the use of computers play an important role in
decreasing DT in the harbor. It shows that theare$eat
that time the role of computers in the terminal rafien
does not stand out and most of the cargo operatioms
still done manually. The equation of this reseaixho
reduce the time automation becomes an alternative
solution in this research [15].

Examined the role of automation in reducing the
time of cargo at the port of Australia and New Zeal.
The author explains and presents a fully compuadriz
system, namely CEDIFIT, which can be used for
clearance of cargo in Australia and New Zealandh o
the port or airport. Given one port in Australiasasase
study, it was concluded that this method has been
effective in reducing the time of issuing the goagsto
50% [16].

The factors that influence the potential efficiency
and productivity at the port executive Darussalafield
accumulation of goods, which is one of the factibwat
contribute to the efficiency and productivity ofetlport,
were investigated in the study. The author examthes
relationship between the goods yard and port chpaci
Darussalam. At the end of his article, suggest some
factors to reduce the time DT. Ultilizing high spesad
efficient equipment, improve individual skills thmgh
training and specialization of those working in fledd of
container stacking. Improving port infrastructureda
connecting routes concerned [17]. In this regarsl een
made by the management of PT. JICT about service
improvements including increased productivity, htt
does not adequately resolve the issue, especialtyhe
management of container yard.

Studies on the selection of field operations need
adequate loading and unloading equipment, to iserea
the flow of containers and capacity. In this stwdif be
included in the time required for the operationd dahe
time in this section is not very long comparedhe time
that affect DT, such as processing documents, lsecau
only time load and unload containers from one part
another [18].

Research in Turkey, operational inefficiencies in
the yard of container exports because they stithuaés,
created a model to improve the buildup and optitiona
yard [19]. In Korea conducted studies in the fig&hsity
stacking export, their financing schemes can reduce
gueues of container [20].

Meanwhile research in Tin Can Lagos port
showing before and after the reform there are iffees
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in the situation that is before many broken tooml a
productivity is low, after the reform, repair tooénd
productivity rose. YOR and DT inverse relationshipd
different with JICT [21].

2.3 Early warning system

By far the best way to manage a crisis was to
prevent it from happening in the first place, arm t
intelligent companies had the early warning system,
thereby, in case the incidents affecting the corigzaor
their industries occurred, it could be immediately
communicated with the management. The hardest part
lied here. The management should have the conbidera
discipline required to heed the warning as the [geop
generally tended to ignore it [22].

Crisis might imply the unstable situation where
the fundamental changes could occur. In Webster's
dictionary, the crisis was defined as a turningnpdor
better or worse, and a defining moment. Figure 1
lllustrated that based on the anatomy, there were f
stages of crisis cycle: (1) Prodromal; (2) Acut&) (
Chronic; and (4) Resolution.

P Prodroma n

Resolutiol Acute

L Chronic J

Figure 1. Crisis cycle

At this stage, the prodromal stage had shown the
symptoms leading to the critical stage, but it vedd
difficult to identify. The introduction to crisig &his stage
was highly essential in order to prevent the craisan
initial stage and to perform actions towards thenifg
point to a normal state.

In the acute stage, the fact of crisis occurrenas w
already found, so it would be highly difficult tonél a
state as a turning point to return into a normatestand
typically considerable amount of losses or problérad
happened. Therefore, the planning was required in
handling of acute phase, and the entire action ldhio&
properly controlled, so that the intensity and tiora of
this stage could be controlled. The next stage thas
chronic stage. It was also called the cleanup eattnent
stage. At this stage, the decision-makers shoubtlyehe
crisis management by analyzing the truth and thetya
of steps/ actions undertaken prior to the evalunatio
materials in taking the next best step.

The last stage of a critical cycle was the Resofuti
stage, namely the recovery stage. The handlingpeed
at this stage should be related to that was prelyalone
at the earlier stages. Nevertheless, the completietihod
at resolution stage was commonly easier than teettod
the previous stages. There were two factors detémmi
the success of handling in this resolution stagstly,
identifying the prodromal phase and secondly, aiitg

the next handling. Given that the stage above wagke
of crisis, then the final Resolution stage was degitihe
initial stage of prodromal. It was difficult to @etnine
when a crisis started or ended, given the crisis wa
complication of reaction effects from one condititm
another [23].

In the crisis management or control management,
one tool was extremely needed to forecast the early
condition, namely the early detection. The earliediéon
was a forecasting activity for a future state bimesting
various possibilities that occurred before undenigkhe
definite plans [24]. The early detection could bparated
in two periods of forecast, i.e. long-term and stterm
forecasts. The use of long-term forecast was more
emphasized on the preparation of the strategy,ewthié
detailed was obtained from the short-term forethat
was commonly used as a guideline for the preparaifo
implementation planning. Practically, the earlyei¢ion
system was highly needed in the scheduling fieldsafge
or provision of the competitiveness resources &raje as
efficiently as possible [25].

The successful implementation of the early
warning system in the organization depended on two
crucial things, namely the synthetic ability of the
introduction to condition and the integrity of aystk to
manage the early detection unit. One of simple rhads
using the technique of Issue Management Technology
[26].

2.4 Adaptive Neuro-Fuzzy Inference System

(ANFIS)

The early warning system model of which data
were non-linear and complex required the appropriat
analysis technique, i.e. the neuro-fuzzy technigunch
was an inference technique, consisting of fuzzyclegd
neural network functions. The fuzzy logic was ussda
counterfeit mindset, while the neural network fuows
determined the maximum approach value from the
inference results [27]. Adaptive Neuro-Fuzzy Infere
System (ANFIS) was one neuro-fuzzy technique. ANFIS
basic idea was to build a system implementing an
Artificial Neural Network (ANN) in the environmerdf
Fuzzy Inference System (FIS). ANFIS used FIS stmact
the type of Takagi-Sugeno and JST with the hybrid
learning or the back propagation [28].

The soft computing method could be categorized
into three main categories, namely: Fuzzy Logic)(FL
Neural Network Theory (NN) and Probabilistic Redagn
(PR). In the concept of the soft computing, thesthmds
resembled the pillars, supporting one another amdking
together to solve a problem. The soft computing
applications were highly diverse and commonly foimd
the medicine, the geodesy, the economy, the aguiell
the meteorology and others [29]. ANFIS was proten
be able to be used to predict the chaotic timeeseand
could be applied directly in the modeling, the demri-
making, the signal processing, and the control.[30he
of the applications frequently used for forecastivas the
application of the Adaptive Neuro-Fuzzy Inference
System [31].

Fuzzy Inference System (FIS) was a process of
formulating the mapping from the input to the outpu
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using the fuzzy logic [32]. Generally, FIS was coisgd

of five functions, among others:

1) Rule / Regulation = containing a set of fuzzy
regulation of If - Then.

2) Database = defining the member function used.

3) Decision - Making Unit = indicating inference
operation.

4) Fuzzyfication = the conversion of single input ket
compatible linguistic value.

5) Defuzzyfication = the conversion fuzzy output to
single-valued output (crisp).

The type of Sugeno FIS Model was first
introduced in 1985's by Takagi, Sugeno and Kang Th
model was more widely recognized as Takagi-Sugeno
model [28]. The Fuzzy rules in Sugeno model took th
form of:

“IFX=AandY =Bthus Z = F(X,Y)"

A and B were fuzzy clusters in the antecedent; Z (X,

Y) was a crisp function in the consequent. F (X, Y)

waspolynomials with the input variables X and Yeth

output of Takagi-Sugeno model was linear or coristan

this research, ANFIS method would be used for the

simulations in evaluating the risks in the Containe

Terminal of PT. JICT. The stages on ANFIS in this

research were as follows:

1) Identifying the factors of inputs (opportunitiesdan
business) as EWS inputs.

2) Creating a rule base.

3) Preparing for the training data.

4) Creating FIS and ANFIS models corresponding to rule
base and interface designs.

5) Creating a program code using computer software.

6) Preparing data for training data trials using ANFIS

2.5 Institution theory

The institutions had consequences: first, it
increased the routine activities, the orders oiloastthat
did not require a complete and perfect selectiawéler,
it could influence the individual behavior throughe
incentive and disincentive systems. Second,
institutions had influences for the creation of tabke
interaction pattern that was internalized by each
individual. It caused the regularity expectatioms the
future and, therefore, the institutions were ableeduce
the uncertainty and to decrease the transacties ratthe
economic activity [33]. The institutions had the
fundamental characteristics that were consolidated,
established, dynamic, constituted and vast in
characteristics [34]. The institutions, according t
economists, argued that the failure of economic
development generally resulted from the instituion
failure [35]. The difference between institutionsida
organizations was: the institutions were vast, sthihe
organizations were tighter and resolute [36].

The summary of key elements of the institution
included [35] :
» Institutions were the foundation for building thecsl

behavior of the public.
* The behavior norms were rooted in the community
and widely accepted to serve the common goals

the

containing certain values and generating interactio
among structured human beings.

» Regulation and enforcement of law/rules.

¢ Rules in society facilitating the coordination aitg
cooperation with the support of behavior, the ght
and obligations of members.

» Code of Ethics.

« Contracts.

e Market.

» Property rights (property rights).

¢ Organizations.
Incentives to yield the desired behavior.

2.6 Interpretive Structural Modeling (ISM)

Interpretive Structural Modeling (ISM) was first
proposed to analyze the complexity of socio-ecoeomi
system [37], [38]. ISM was a computer-assistedrieay
process allowing the individuals or groups to depea
complex map among many elements involved in a
complex situation. The basic idea was to use an
experienced expert practitioner and his knowledge t
decipher a complicated system into several subsste
(elements) and to build multilevel structural medg8],
[39]. By providing and highlighting which commarnte
that might be subjected to complex variables, the
researchers had applied the ISM to analyze various
systems [40], [41], [42].

The ISM was closely joined with the
interpretation of an object or a representativetesys
intact through the application of graphics theory
systematically and iteratively. ISM was one of the
computer-based methodologies assisting the group to
identify the relationship between ideas and stmestuo
stay on a complex issue [43].

ISM could be used to develop several types of
structures, including the influence of structureor (f
example: supports or ignorance), the structureriafripy
(for example: ‘more important than’, or ‘should $teidied
beforehand’), and the categories of ideas (for etam
‘included in similar category with’) [44]. ISM waan
interactive methodology and implemented in a group
setting. The methodology provided an extremely guerf
environment to enrich and broaden the views in a
considerably complex construction.

3 Research method

The study was conducted from November 2014
to September 2015. The study was carried out in PT.
Jakarta International Container Terminal (JICT), at
Sulawesi Ujung Street No. 1 Tanjung Priok Jakarta.

3.1 Data type and sources

Types of data used in the study were primary
data and secondary data. Primary data obtained finem
first sources of either individuals or groups swashthe
results of the questionnaire and the focus group
discussions. Secondary data were data retrieved fne
daily operational data of JICT namely throughpuf, &d
YOR. Primary data were obtained using the following
data collection technique:
¢ Questionnaire and interview.
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» Focus group discussion (FGD).
* In-depth interview.

The primary data collection in this study was
using the survey method of experts representing
stakeholders with the aim to justify a more objestand
precise. The experts represented the managem@aitdf
who understood the operational issue in the field gne
management from Pelindo Il Co., was the former
commercial director, and had been the head of thegs
a branch manager of the port area. Customs asditoau
of documents and physical goods, Katsushiro Genéo
of goods), the former chairman of the Indonesigsihig
association (INSA) as academia and practitioner® wh
were well aware of the logistical problems of ppoaad
the representation of Shipping Line as the ownethef
ships that all of which experienced a minimum of 16
years.

3.2 Method of model development

In designing a model of the early warning system
in the management of container yard in JICT, itduseo
methods of analysis, namely Adaptive Neuro-Fuzzy

Inference System (ANFIS) and Interpretative Strradtu

Modeling (ISM. ANFIS was a model of prediction

combining two techniques, namely soft computings, i

Fuzzy Inference System (FIS) and Artificial Neural

Network (ANN). The capabilities of FIS in perforngin

the reasoning and the excellence of ANN in carryong

learning would be collaborated, thus it was expmtotebe
able to obtain a better model. Fuzzy logic was wsedn
imitation control of thinking flow, whereas the Isetissue
functioned to determine the value of maximum apphoa
from inference results [27]. ANFIS was one of the
techniques of neuro-fuzzy.

Phases of ANFIS were as follows.

1). Determination of input variables and output, inédd
throughput (TH) import, dwell time (DT) import,
whereas the output variable was YOR.

2). Making the rule base (rule base) — IF....THEN....—
with its criteria.

3). Data collection and data process with a computer
software package.

4). Performing training 1 (training data and data st}e

5). The result of model 1.

6). Performing repetition process until it obtained tinal
model with a minimum error.

In this research, the flow diagram of the EWS
with ANFIS development procedure was shown in Fégur
2.

The development model of ISM contained 3
steps : 1). Determined the essential element@)ined
the elected element into more detailed sub elem@&ts
Performed the matrix processing and continued with
grouping of sub elements based on the drive pol&) (
and the dependence [45].

ISM helped in identifying the relationship
between variables. The modeling techniques wetaldai
to analyze the effect of one variable to anotheiabde,
primarily intended as a group learning process.[48]s
method was used to design the institutional moolette
application of the early warning system model indiang
issues of the density of import container yard JICT

4 Result and discussion
4.1 Design a model of an early warning

system with ANFIS

The research data taken were daily data from the
Dwell Time, Throughput and YOR for Import Process
from 2011 to September 2015. The daily data used
consisted of 1734 records (days). After the pregssing
stage, the total numbers of valid data were 1688roks.
These data were then used as the data set inttldg. s
The division of the data was used to generate aehexsl
well as to test the model. For the first model, tise of
data was throughout the years of 2011-2013 as the
training data, while the data in 2014 were usethadest
data to validate the goodness of the model.

4.1.1 Training 1

ANFIS was a prediction model that combined
two techniques of soft computings, namely Fuzzy
Inference System (FIS) and Artificial Neural Networ
(ANN). The capabilities of FIS were in performing a
learning, it would be collaborated thus it was etpd to
get a better model. Training process 1 performeth wi
several experimental schemes. The scheme of
experiments conducted at the training process 1ddoel
seen in Table 1.



Int. ] Sup. Chain. Mgt

131

Vol. 6, No. 1, March 2017

3 >ata with H Tt ~

/ooy crori-pa1ay H fms

. ! Iz [ /
ARETEE S —

Figure 2. The ANFIS model development procedure
Table 1. The design of the training model 1

No. .Of Tptal of Total of value| Total of Membership Training . o
Anfis input ; Stopping criteria
. sets rules function method
model variables
1 Trimf
2 2 7 49 Trapmf
3 Gaussmf
4 Trimf
5 2 9 81 Trapmf
6 Gaussmf . epoch:1000
7 Trimf Hybrid I(eror:o.l
8 2 11 121 Trapmf
9 Gaussm
10 Trimf
11 2 13 169 Trapmf
12 Gaussm

4.1.2 Training 2

For the computational simplicity, training 1 w
limited to eleven models. ANFIS technical complg:
would depend on the number of rules used. Thatwas
derived from the number of fuzzy set and determifue(
each data input. Table 1 showtdt at most the numb
of rules designed wa$69 with 13 fuzzy sets for ea
input. After the results of Training 1 hégen completec
it was necessary to select a model with the lowest !
rate when reaching to th@ediction process. The moc
was the one which woultie selected to undertalthe
retraining. Training 2 wa&a model that results Training
that had been selected and b&aproved by addinghe
training data starting in 2014014. To test the model, tl
data in 2015, were used.

After the process of training, it was known the
value of error of the smallest then it desidm model of
ANFIS for the tréning process 2. The scheme of
design of training model 2 coulik seen in Table
The design of this second model was improve the
accuracy by reducing the value of the error dutting

training process. Thus, the predictive value of Y¢€ould
be nore accurate. The outcome of this procwas a
model of ANFIS 2.

Generally, ANFIS hadb layers. The first laye
was the input layer, namely tl@puts used in the mode
The second layer waa layer of fuzzy sets of ea
variable input used. The third laywas a layer of rules.
Total numbers of rules wera and n (with m of fuzzy se
and n number of inputs). The fourth layer sled the
firing strength of a rule while the fifth layewas the
output layer. ANFIS structure visualization layen
training 1 and 2 coulde seen in Fiure 3 above. In
essence, between ANFIS model 1 and d the same
input only that on ANFIS model 2 d been added with
more additional training data to become m
representative model.

4.1.3 Training 3

Basically, thedeterminatiorof the percentage of
YOR through throughputnformationand DT could be
performed. Only the facts on the grd indicated

Table 2. The design of the training model 2

No. of | Total of Total of Total
Anfis | input value sets rules
model | variables

of

Membership | Training Stopping criteria
function method
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22 2 7 49 Trapmf Hybrid epoch:1000
error: 0.05
anfis Modct suucture L = ] I

input

cutput

Logical Operations
and

am or

not

Update [}

Help [}

| Click on sach node to see detailed information

Close | |

Figure 3. Structure of ANFIS in the process of training H&n
that, sometimes there were other factors that hisb a
particular role to the value of YOR itself. Forcajeure
was a condition which we had no control, such lasds,
strikes, traffic jams, and others. In addition, toaditions
such as lights off might cause the system not tokwo
From both of these conditions (data and empirical
evidence) showed that there was one factor inctse (K
= constant, a design parameter) that affected YOR i
addition to the variable / attribute of TH and DHigh
YOR conditions were caused by the height of TH Biid
With the presence of value of K (constant), it
meant that there was one particular becoming the ne
variable. Empirically, the more the intensity o&tforce
majeure conditions, the higher the value of K. ©other
words, K was proportional to the intensity of ifiezence
(the force majeure conditions). In the model of ASIF
itself, the increasing value of K would have the
implications on the input of ANFIS model to be dezh
The structure of ANFIS for training on model 3 amblle
seen in Figure 3. The experimental design in tamitig
process model 3 could be seen in Table 3.

Stages of the testing process and the data
analysis with ANFIS had been done through the stafe
training of the first to the second, because tlselte had
not been good, then were resumed to Training 3e&ep
tests to determine the best model had also bees, thorh
in a different case [47]. Basically, the determimatof the
percentage of YOR through information throughputlT
and dwell time (DT) could be performed. Only thetfa
on the ground indicated that, sometimes there wtrer
factors that also had a particular role to the @afiYOR
itself. Force majeure was a condition that we caubd
control such as: floods, strikes, traffic jams, atders, in
addition to other disorders such as the power @stag

might cause the system not to work, and the loadimd)
unloading equipments were damaged.

Both of these conditions (data and empirical
evidence) showed that there was one factor inctise the
design parameter (K) that affected the conditidn¥ @R
in addition to input variables of TH and DT. YOR
conditions of import were high, due to the hightéaof
TH, DT and also the role of the value of k (congtaso
there were new variables that were taken into aucas
the input. Empirically, the more the intensity offault
condition, the higher the value of k. In Figure it,
appeared that for the input layer would increase, on
namely the value of K. This would have the implicas
on the number of rules used. K value was justifiaded
on the information of the existing YOR value.

The time series data used were dwell time and
YOR during 2011 to 2014 with the value of throughpu
was around 1000 to 8000 teus per day, with an geeré
3292 teus. The maximum value once reached 8585 teus
The average DT of six days or more, there were some
extreme events specific to problematic goods. The
average YOR was around 85%, although the YOR range
could reach 10-127%. The visualization of the rssaf
the test data in 2015 could be shown in Figure 5.

Based on the distribution information of data
above, it appeared that on the attributes of Tk wiean
and standard deviation, it appeared that there aras
overlap (there was a common trait), but categorired
different classes (indicated by color). Likewisg 10T
attribute, it appeared to be so, with the averagd a
standard deviation of DT and TH which overlapped, i
turned out that YOR was categorized in a diffesgatus.
Empirically, in fact YOR conditions were also irdlnced
by things such as: force majeure.

Table 3. The design of the training model 3

No. of | Total of Total of Total of rule: | Membershig Training Stopping criteri
Anfis input value sets function method

model | variables

11 Trimf Hybrid Error: 0.05

12 3 3 27 Trapmf Epoch:500

13 Gaussmf

21 Trimf Hybrid Error: 0.05

22 3 S 125 Trapmf Epoch:500
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Figure 4. Structure of ANFIS after the addition of K value
When looking at the data of YOR for each
condition, then there were three categories of YOR
obtained from the experts, namely YOR <= 0.65, 0.65
<YOR <= 0.85 and YOR> 85, the average of 0.54, 0.76
and 0.98 consecutively. With a standard deviation
obtained K value in a particular range was shownhabhle
4.

Under these conditions, there were new training
data by adding attribute of K. So the training datal
three attributes, namely TH, DT and K. The ANFISswa
then be retrained accordingly. The resulting em@s
decreased compared to the previous model, as shown
Figure 6. Thus, the parameter design K, was able to
improve the accuracy of YOR  prediction.

CEETmey 2020202 2 e
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Figure 5. Visualization of test results
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== 0bservasi =—Prediksi

Figure 6. Results of prediction model compared with the mialervation (RMSE : 0.0

Table 4. Range of K value at difference YOR level

YOR YOR
Mean

0.54 0.76 0.99
Range of K

[0.43-0.65] [0.70-0.82] [0.89-1.07]
N

208 412 800

4.1.4 Validation and verification

Validation and verification werelone through
the testing of the model that h&den generated whi
training. Good model generatedlow RMSE value. Th
system also camwith a predictive menu. Prediction
value for every month coulde done in this menu. Tt
prediction results could be seen in Figuréh@t explained
the prediction for the throughput, tldevell time andthe
YOR.

Prediction of YOR through the resulting mor
couldalso be done with the predictions of throughpua
week ahead from the results of information in treddf
with the following stages:

1. Checking the planning of throughpiar the montt
concerned.

2. Checking all the scheduled shipgindows, and
whether there wa an additional sh (addhoc) or
omitted (cancelled).

3. Viewing the trend throughput week to two wet
earlier.

4. Checking the noon reportsvhether there wer
changes again in the week both the ship's pos
and the forecasts of the number of ves

The results of these predictiongrefor the 25th
until the end of the month, if until the 30th thiere total
of teus (teus =ans equivalent units of containers w
counted in units of container sizes 20 feetteus, 40 feet
= 2 teus) wee ranging from 32000 to 35000 teus. If u
31, then it would be around5000 until 47000teus.
Prediction value of throughput the totalould be
retrieved the throughput import tbe predictive value ¢
other variables such as DT and k, if entered intoodel,

then these values woulgeneratethe value of YOR. The
value of YOR wa the output model as the indicator

EWS. Three categoriesf ¢he value o YOR for each
conditions wee as follows, YOR <= 0.65 (green), 0.
<YOR < =0.85 (yellow) and YOR>8(red) which was
critical. This value wouldietermine what sort of acticto

be taken.

4.2 Designing nstitutional model for the

application of the EWS with ISM

As what had been explained before that the E
Warning System Model was formulated based on
result of the basic assumptions with the highesiripy as
a prerequisite that should be considered in thpguegion
of this policy model The structural elements of the Ea
Warning System were analyzed using ISM. The ISM
inputs were based dnterviews and FGD with 7 expet
representing all stakeholder$here weresuggested 8
elements that should be considered in policy mal
nanely 1) The aim of the EWS program, 2) T
requirements of the EWS program, 3) The main okes
in developing the EWS, 4) The main obstacle ofEN¢S
implementation, 5) The possible changes through
EWS, 6) The sector of stakeholders affected by E
program, 7) The activities needed to build the E
program, and 8) The takeholders involved in
implementation of the EWS progre

Then, the questionnaire was designed and it
submitted to the respective experts to be filled tren it
was processed ybthe ISM computer program. TI
classification was based on the ISM Cartesian dia
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ratings, the value-Driver Power (DP) and the vabfe
Dependence (D) to find out the classification o th
elements. Broadly speaking, the classification bé t
element was classified into four sectors, named}.[4

From the eight elements, there were some that
were relevant to be displayed in the ISM analysis
technique i.e. the main constraints in the impletaton
of EWS as shown in Figure 8.

4.3 Designing institutional model for the

application of the EWS with ISM
As what had been explained before that the Early

a prerequisite that should be considered in thpguegion

of this policy model. The structural elements & tarly
Warning System were analyzed by using ISM. The ISM
inputs were based on interviews and FGD with 7 ggpe
representing all stakeholders. There were suggesied
elements that should be considered in policy making
namely 1) The aim of the EWS program, 2) The
requirements of the EWS program, 3) The main obstac
in developing the EWS, 4) The main obstacle ofEN¢S
implementation, 5) The possible changes through the
EWS, 6) The sector of stakeholders affected by EWS
program, 7) The activities needed to build the EWS

Warning System Model was formulated based on the _progl;ram, i at_nd ?)th Trllze\zNStakeholders involved in the
result of the basic assumptions with the highestipy as impiementation of the program.
BN plot_prediksi_k [
Prediksi YOR PT JICT Indonesia
L Prediksi Throughput Tahun Bulan Mei 2016 {teus) s Prediksi Dwell Time Tahun Bulan Mei 2016 (hari}
p 4 5r .
WW il i
bl 1
al i
i Bsl .
:]Cl é 1‘0 1'5 ZICI 2'5 3'[] 35 3[] % 1'[] 15 2'[] 2'5 3‘0 xS
Hari Ke - Hari Ke -
Prediksi K Tahun Bulan Mei 2018 {%) Prediksi YOR Tahun Bulan Mei 2016 (%)
5 80
L
s | 70 4
s |
5[] 5 10 15 20 25 30 35 500 5 10 15 20 25 30 35
Hari Ke - Hari Ke e
Figure7. Example of YOR prediction results in May 2016 (tilelow): X ordinat in % - Y ordinat day to
RM Matrix Final (Transitivity)
Elemen : MAJOR OBSTACLE OF EWS IMPLEMENTATION Level
DM / Respondent : Expert 1] 2] 3] 4] 5] 6] DR R
Sub Elemen Description(i-j)
Slow handling or the present of bearucracy 111Jo0]o]o] o] of 11 5 1 6 < » 1
Slow coordination among parties 211 1] 1] 1] of 1] 5] 1
Lack of concern to the crisis happ 3J1]o] 1] 1] of 1] 4] 2 /I\ /I\
Lack of parties's commitment a4l 110l ol 1] ol 1] 3| 3|
There is the perception of decreasing the stagkiinds income 510]l0] 0] o] 1] 1] 2] 4 [
Being additional works for employee Who conduct EVeS control 6lo] ol o]l ol ol 1] 2] 5 2
DP : Dri P D : Dy d L: Level RRanki Diajiialsii}s 5 4
: Driver Power D : Dependence L : Level anking (15l 2l 3l 2 2
Diiwer /]\
oo Sector IV Sector IlI 3 3
5 2. /]\
4 . 3
4 4 2
3 —
- A Sector | Sectorll
S
] 1e o6
1 =2 3 4 5 €
Lageras - i) 1204 Dopendoence
o
Figure 8. The major contraints on EWS implementation

Notes: 1. Slow handling or the present of bureatycra. Slow coordination among parties, 3. Lackaficern to
the crisis happens, 4. Lack of parties’ commitmént, There is the perception of decreasing thekstgcyards
income, 6. Being additional works for employeewbnduct the EWS control.

The stakeholders sectors affected by EWS prograsnsivawn in Figure 9.
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RM Matrix Final (Transitivity)
Elemen : The Societal Sectors Affected of EWS PROGAM Level
DM / Respondent - Expert T 2] 3] 2] 5] o] 7] 8] 4 o4 H eve
Sub Elemen Description(i])
Goods owner ijajJolofaf 1) a] 1] 1] i 7 2|
JICT 2l ala|alal o] o] 3] 3| o o[ 1 1 =
Customs 1)1} 1)1 1) 1] 3] o S 1 =
Trucking company 4lo]lojl o] 1 1) 1] 1] 1 6 3
Customers/people ojojojo o] o] 9 9 gl
Port Authority ojojl o] o 1] 1] o] 9 4
IPC/Pelindo Il ojojlo] o 1] 1] o] 9 4 I l
Shipping Line 8lojJojJofa] 1] af af 1] 1§ 6 3| 2
Container depot outsi 9lojJolof 1 1} 1] 1} 1] 1 6 3| 6 7
i K - - Dl3| 2] 2| 6] o| 8] 8| 6| a
DP : Driver Power D : Dependence L : Level Ranking P EE E 2—'—_|—|2 3 3
Driver o = I =25
Power
(DP) Sektor IV Sektor 111 I ]
s
3 4 8 9
o 1
= ‘> 4.8,9 t I T
=
4 1
a
Sektor | Sektor 11
= @b & 7
By [ ]
x =5 5 2 3

E = = a s s E = s
Legenda: @ 1.2.3.4 Dependence
(D)

Figure 9. Stakeholders sectors affected by EWS Program
Notes:
1. Goods Owner, 2. PT. JICT 3. Customs & Excise, dn$portation companies, 5. Society around,
6. Port Authority, 7. IPC/Pelindo I, 8. Shipping lin@. Container depot outside

Referring to problems of inter-institutional and was a better interaction between institutions, EWSlels

institutional theory above, to be able to depedamodel produced could be applied and would be very usafil
application of EWS among institutions, it could be facilitated in controlling the YOR in the contaiser
summarized as follows: It took amnderstanding stacking yard.

between the samiestitution and a change in attitude The result of the design of the institutional model

for the application of EWS in PT JICT with ISM meth
was summarized in the key sub-elements, linkageitand
dependent for each element as described in Table 5.

about the problems faced in this case of the asgeof
YOR above normal, therefore it was necessary tagcin
the continuously socialization to all parties dmtt
problems could be dealt together in advance. Wheret

Table 5. Matrix of elements synthesis resulting from ISM lgsis

Elemen Key of sub elemen Linkage of sub elemer Affected dependent sub eleme
The Aim of (1) Early knowing the (2)Avoiding the impact of
EWS Program increase of YOR losses incurred as a result of

high of YOR

(3) Facilitate the
management of YOR
stacking yard

The Needs of  Major : (5) Regulations (2)Partnership management and
EWS Program supported by : (1) stakeholder

stakeholders Data and (3)Evaluation and dissemination

information support and (4) of stakeholders

Ideas and Suggestions (6)Implementation and follow-up
TheMajor (2) Lack of informatior (3) Unavailability of (1)The parties tend to think of their o
Constraints on  about the importance of  Information Systems which sector
the EWS are connected between
Development of sections
EWS (4) Inaccurate or differences

in the data

The major Major : (2) Slow (4) Lack of commitment all parties
constraints on  coordination among parties (5) Perceptions of decreasing income
the Supported : (3) Lack of (1) Slow handling or their bureaucracy
implementation concern about the crisis and (6) Creating additional work for

of EWS employees
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(4)Avoiding losse

stakeholders and handling) (5)Increasing the operational process

(6)Port authorit
(7)IPC/Pelindo Il

Possible Major : (2) (Speed information t
Changes made (1) The ease of using

by the EWS system (3) The speed of handling
Stakeholder: Major : (4)Transportation compani
sector who are (2) PT JICT (8)Shipping Line

affected in (3) Customs Supported (9)containers depots near

program EWS  by:(1) Goods owner terminal
Activities

needed to build
the program of

Major: (2) Good
Examining Procedure

Supported by : long stay

(4)Stocking time data
collection containers that

(5)Society around

(7) The last five years daily DT data (8)
The last five years YOR data.

(5) Shippingline
(4) Container transport companies

EWS (1) The procedure of (5)Secondary data collection
placing and delivering of  of the container traffic last
containers five years in order to
(3) The procedure of goods estimate future conditions
transfer to the outside of  (6)Current Operational
depot information systems

Stakeholder: (1) PTJICT and (2 (3) Goods Owne

involved in the  Customs

implementation

of the program

of EWS

Based on Table 5, Matrix of ISM synthesized
method resulted above could be made of alternative
applications for applying the EWS model that syimerd
the pattern of cooperation and institutional relasi
between the stakeholders involved in the managewient
the container terminals in the JICT as shown inRigeire
10. This model was expected to be a solution tocmree
the problem of the management of the container.yard

The results of the ISM analysis of the EWS
program aimed at finding out the increase of YORi&ra
then it was expected that the information was @eéid to
all parties beside JICT such as to Custom, the pwhe
the goods and shipping so if all parties knew ouldo
easily see the condition of YOR, the anticipatioould be
better, the easy way in this joint observation was
connect a computer network JICT with the Custonds an
Excise as well as the access to information ang tiesk
or display the monitor screen in the customer setvi
Moreover, this still needed to be socialized byTIEG all
parties. It was based on the results of the aralyst
there were the lack of understanding of the impaaof
EWS, the slow coordination between departments, the
lack of concern for the crisis

In this case, the role of government namely the
ministry of transportation was to make regulatiamshe
control of container yard by all parties concersedthat
there was a common view in acting and well-coorgida
response in this regard that would be coordinatethb
Port Authority (OP), representing the government to
conduct meetings regularly and institutional ognsiif

there were things that needed to be resolved a@doiP
IPC 2 as operator and regional authorities to Hele the
parties to execute these regulations in order turob
them more easily.

Procedure stacking by JICT and examination by
the Customs were required in the control of thisR{/O
because both of these activities would affect tvedition
of YOR to come. Stacking container which was toghhi
then the demolition would take a long time in thedd of
operations thus inhibiting or causing queues otksuy
although it was advantageous in terms of capacity
addition and should be done when YOR was very bigh
in a state of red.

The examination could be conducted by
observing the situation of YOR, if the YOR was Mgt
was better that the examination represented, becalis
the space, and the loading and unloading facilitied
limited spot for checking, so that if too many tpnwere
checked especially the red line then there wouldabe
gueue at a later time.

The direct impact of YOR increased was all
related to the institutions, while the indirect g was
the owner of Depot companies like Pelindo 2 andotep
outside the port, as well as the company basedhen t
trucking company it could be explained that aftee t
capacity inadequate, the shipping containers wdeéd
removed from the terminal to the depots by truckse
community would be affected indirectly, namely
congestion and dirty environment, and would evdhtua
hit the burden of the prices of goods to be expensi
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Figure 10. Institutional model foapplication of thestacking container yards EWS model

4.4 The YOR above normal nitigation

It was caused by a deviation from the nor
condition or the force majeure and it often happleire
sudden and there was no enough time to anticipagadh
as: flooding plus tidal sea water, poor weathesdame
oceans abroad, strikes, booming tradgsror chaos an
no incidence of accidents in the port area. Althoiigvas
not desirable, the things mentioned above had oed
and still potentially happened again in the daysdme.
Therefore, if there were more events, they shoud
sought in oder to minimize the losses that would ai
related to DT and YOR.

Mitigation in the short term was conducted
the decline of YOR which was relatively fast, thevas
agreement with the Customs for the emergency sing
or acceleration permitted theahsfer goods to the deg
outside. Besides, the agreement with the cruiséddog
conducted if YOR had been already yellow, the gc
imported temporarily suspended login first or
scheduling. For the long term, among others: thEaal
of the Custms agreement with the depot that was v
enough although it was a bit far from the termin
because the depots which were close to the teryriim
peak conditions, were often get full, and the de
outside should be able to accommodate approxim
0:35 x 21 672 teus = 7585.2 teus (YOR maxin
deceased from 100% to 65%), since the sect
condition was 65% of the terminal capac

The next mitigation should have the agreen
with the trucking company on immediate needs whe

required the trucks to take out the containers fittwe
terminal, fo example, for the trucks could be calcula
from 7585.2 teus: 1.5 (the ratio of container wasfeet
less than 40 feet) = 5056.8 crib or it needed 5050ks.
If a day, the company could only provide an addic
500 trucks, so it needed 5057: 501 = 10.1 days or more
time to take to return to normal.

5. Conclusions and suggesiol
5.1 Conclusions

The YOR early warning systenthat has been
developed, validated ancerified can represent actt
conditions of YOR so that it can be used to mMYOR
prediction and teuggest the mitigation according

Be found that k as a constanta influence Y
beside throughput (container import total passhi
terminal) and dwell time.

For the application of the early warning syste
it has been developed an institutional model am
agencies at JICT, where the 1s of JICT and Custom
areas the key implementing institutic

YOR above averagmitigationcan be conducted
among the agencigsvolved throughthe institutional
coordination.

5.2 Suggesions
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» This models is possible to be implemented in amothe
ports with small data modification according to the
data availability and local port characteristics.

e For future work, the developed model can be
expanded to also include sea transport, loading and
unloading at the dock, the transportation time at
terminals and on highways or depots outside and
warehousing systems, and other infrastructuresorBef
implementing the model, it should be synchronized
and adapted to the regulatory change, especiatlyein
port management.
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